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ABSTRACT 

In this paper, cache is the repository of browsing results located in cache disk. The size of cache repository and 
the choice of cache replacement algorithm affect the speed of a system. Improper deletion of an object during cache 
replacement may erase the most frequently used objects and cause misses during request. In this study, we propose a 
method of throughput improvement by combining FIFO (First in First Out) and LRU (Least Recently Used) cache 
replacement algorithms. The analysis was conducted to identify the effect of cache size on hit rate percentage, response 
time, delay time, and throughput when the combined FIFO-LRU algorithm is applied. The finding indicates bandwidth 
efficiency improvement compared to single algorithms, as showed by 73% throughput improvement on 200 MB cache. 
The application of the combined algorithm also reduces bandwidth usage and delay time while minimizing miss rate and 
increasing hit rate.  
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1. INTRODUCTION 

In computer network, throughput is the measure 
of data flow speed indicating the amount of actual 
information flowing from one point to another within 
certain period, expressed in bits per second (bps) [1], [2]. 
In the context discussed in this study, the data bits are 
stored inside cache on proxy server [3]. Inside a terminal 
accessing the internet, browsers such as Internet Explorer, 
Firefox, and Opera store web documents in forms of 
HTML files, images, and video [4] and audio streaming of 
the visited webpages using caching technology. The 
application of caching technology aims to minimize 
bandwidth usage [5] [6] and proxy server load so that the 
browsers can download the object faster when revisiting 
the webpages in the future. Caching also helps download 
multiple objects by directly copying the objects from 
directories where the cached files are being stored [7] [8]. 
To clarify, we need to differentiate disk cache from 
memory cache. Disk cache is the repository of caches 
located in proxy server used to store the requested objects 
while memory cache is located between registers and main 
memory inside the CPU. This study will focus on disk 
cache. 

The function of cache replacement algorithm is to 
delete the stored objects in the cache based on specific 
criteria. Cache replacement algorithm does affect the 
speed of a system because it may replace/delete the objects 
that are commonly used that result in "miss"during 
request. There are several cache replacement algorithms 
with their own advantages and disadvantages [9]. Least 
Recently Used (LRU) algorithm replaces the least 
accessed object without any references, while First in First 
out (FIFO) algorithm replaces the earliest stored object 
earliest. The advantage of LRU lies in its ability to replace 
the least accessed objects without considering when the 
object is stored in the disk cache for the first time. 

Meanwhile, the advantage of FIFO algorithm is its ability 
to replace the oldest stored objects with the new ones 
without considering when the last time the objects being 
accessed. 

“Hit” refers to a condition when a system finds 
and displays the results of requested objects in a cache 
[10] [11],while a condition when the system fails to find 
the requested objects is called “miss” [12] [13] [14]. The 
probability (commonly expressed in percentage) of finding 
the requested object by a system is called hit rate, while 
the percentage of system failure in finding the requested 
object is called miss rate [15] [16]. The configuration of 
objects on cache replacement depends on the management 
of the applied algorithm. In request using a single LRU or 
FIFO algorithm, an object (or several objects) may be 
deleted during cache replacement. For example, in FIFO 
algorithm, the oldest saved object will be deleted earliest 
and the objects that may be still used are deleted, causing 
miss and delay.  In this condition, LRU algorithm seems to 
be able to maximize hit rate. However, the advantage of 
FIFO algorithm lies on its cache replacement efficiency 
because of its queue system according to the sequence of 
stored object. Unlike in LRU algorithm [17], stack rarely 
occurs with FIFO algorithm. FIFO algorithm is static and 
easily combined with other algorithm. Therefore, by 
combining FIFO algorithm and LRU algorithm, we expect 
the combination of their respective advantages, resulting 
in maximum hit rate, minimum miss rate, and efficient 
cache usage. 

Hence, the contribution of this study is the 
evaluation of the combination of the two cache 
replacement algorithms to minimize missrate. Specifically, 
we suggest the use of FIFO-LRU combined algorithm to 
optimize the advantages of each algorithm. The result of 
evaluation indicates that the combined FIFO-LRU 
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algorithm is able to increase the throughput compared to 
single algorithm. 

Section II below discusses types of cache 
replacement algorithms individually, including the single 
and the combined algorithms. In Section III, we explain 
the experiments aimed to evaluate the performance of each 
algorithm during request. Finally, in Section IV we present 
the conclusion of this study. 
 
2. CACHE REPLACEMENT ALGORITHMS 

A computer system consists of CPU, RAM, 
HDD, and others. Memory cache is a small-sized high-
speed memory located in the CPU used to store the copies 
of objects and instructions accessed by the CPU. Memory 
cache also functions to bridge the difference between CPU 
speed and main memory. However, this study focuses on 
disk cache located in proxy server [18] (as illustrated in 
Figure-1 below). The main function of disk cache located 
in proxy server is to store the objects in the internet 
accessed by the users. Therefore if a user request internet 
service containing the objects accessed or requested 
previously (i.e. the objects exist in the cache) the proxy 
service will directly find and display the objects to the user 
without re-requesting the objects to the internet server. 
 

 
 

Figure-1. Illustration of a network with clients accessing 
the Internet using Proxy Server. 

 
The basic working principle of a cache is 

determining whether a request on certain objects has been 
previously made. In general, this process conducted by 
matching a new request to the existing similar queries. If a 
similar query exists or has been made before, a cache hit 
occurs and the system finds and displays the results of 
searching to the user. On the other hands, if the similar 
query does not exist or never made, a cache miss occurs 
and the system requests the results to internet server. In the 
following sub-sections, we discuss single FIFO and LRU 
algorithms and the new replacement algorithm combining 

both FIFO and LRU as the contribution of this study. The 
pseudo-codes for the algoritms are given for a scenario 
with requests coming from three laptops as the objects of 
this study, defined respectively in the forms of Xn, Yn, 
and Zn. 
 

a) Least Recently Used (LRU) algorithm: Least 
Recently Used (LRU) algorithm works by deleting the 
objects that are not used recently. The idea is that the 
request on the objects that are not recently used are least 
possible so that other newer objects that have higher 
possibilities to be requested can use the space. LRU 
algorithm implements counter logical clock and stack 
logical clock. In counter logical clock, every object has 
initial score 0 (zero). Every time an object is being 
accessed, the score increases and the system will replace 
the object with the lowest score. Meanwhile, in stack 
logical clock, the recently accessed objects are put on the 
top of the stack and the most bottom object will be 
replaced. In Table-1 presenting the pseudo-code of LRU 
algorithm, the implementation of counter and stack logical 
clocks were accomplished during the evaluation of disk 
cache expiry. 
 

Table-1. LRU Algorithm Pseudo-code. 
 

 
 

b) First in First out (FIFO) algorithm: FIFO 
algorithm replaces the oldest object stored in cache. The 
algorithm assumes that the oldest objects will not be 
requested anymore so that the objects may be replaced 
with the new ones. The disadvantage of this algorithm is 
that it deletes the objects that are considered as expired 
although the objects might still be actively used. FIFO 
applies logics that the first stored objects will be deleted 
first, ass implemented by the pseudo-code in Table-2. 
 

Table-2. FIFO algorithm pseudo-code. 
 

 
 

c) FIFO-LRU combined algorithm: The work 
mechanism of a cache is to determine whether requested 
objects exist in the cache or not. When a requested object 
exists, a cache hit occurs. On the other hand, if the 
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requested object does not exist, a cache miss occurs and 
the system will search for the requested objects in the 
network. The combination of FIFO and LRU algorithms is 
expected to improve the efficiency of storing and 
requesting objects on the cache because the algorithm does 
not delete the expired objects that may be actively used in 
the future. 
 

Table-3. Combined LRU-FIFO algorithm pseudo-code. 
 

 
 

In FIFO-LRU pseudo-code presented in Table 3 
above, CacheSize, MaxCount, and MaxTime serve as 
parameters of the algorithm. By combining FIFO and LRU 
algorithms, the often requested objects will not be deleted 
although in terms of cache occupation time the objects 
should have been expired. On the other hand, the 
combined algorithm is expected to be able to increase the 
efficiency of cache usage 

Cache functions as temporary storage. When a 
request on certain object occurs, the system will search the 
object in cache. If the system cannot find the requested 
object in cache, the processor continues searching in RAM 
with slower speed. A disk cache provides the data required 
by the processor and the effect of slow-speed RAM 
performance can be minimized. Through this mechanism, 
bandwidth increases and the processor work more 
efficiently. Higher capacity disk cache may improve 
overall computer performance. 
 
3. EVALUATION 

The performances of the observed algorithms are 
measured according to several criteria, namely hit rate, 
response time, delay time, and throughput. Hit ratio is 
measured through the ratio between the number of 
requests on certain objects accepted on cache and the 
number of objects sent back by the client to the cache. 
Response time refers to time required by the client to 
request a certain object (whether the object exists in the 
cache or not) until the client receives responses related to 
the request. Delay time is defined as total time required 
finding an object in the disk cache, starting from 
requesting the object until the search finishes (the result is 
either a hit or a miss). Throughput is measured as the ratio 
of hitobjects expressed in bits to the observation time. 

The evaluation on hit rate and response time as 
the performance parameters of FIFO algorithm, LRU 
algorithm, and the combined FIFO-LRU algorithm was 
conducted by sending various different objects to the 
request system. As described in Figure-2 below, several 
requests on certain objects were made during evaluation. 
Cache miss occurred when the cache could not complete 

the request while cache hit occurred when the cache 
completed the request. We also carried out cache 
validation, a process assuring that the system does not 
provide expired data to the client. Proxy server validation 
runs according to the mechanism that it will only send 
back the copy of objects that have not expired to the client. 
 

 
 

Figure-2. Configuration of network system used 
during evaluation. 

 
During the experiments requests on different 

objects Xn, Yn, and Zn were made from three devices 
(laptops) accessing the internet simultaneously. The 
combined FIFO-LRU cache replacement algorithm 
indicates good and fast response that increases hit ratio 
percentage on cache size. The experimental results are 
given in the forms of graphics describing hit rate 
percentage on cache size (Figure-3a), response time on 
cache size (Figure-3b), delay time on cache size (Figure-
3c), and throughput on cache size (Figure-3d). 
 

 
 

Figure-3(a).Hit rate percentage vs cache size. 
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Figure-3(b). Response time vs cache size. 
 

 
 

Figure-3(c).Delay time vs cache size. 
 

 
 

Figure-3(d). Throughput vs cache size. 
 

Figure 3(a) above indicates that hit rate increases 
with the increasing cache size. Hit rate percentage 
increases with the increasing cache size up to 100 MB. Yet 
after cache size reaches 100 MB, hit rate percentage tends 
to be constant. The increasing number of requests 
executed by the cache (hit) is indicated by the increasing 

percentage of object taken from the cache relative to the 
number of request sent by the cache to the client. This 
condition appears because a number of objects saved in 
the cache applying single FIFO or LRU algorithm were 
deleted, whereas in combined FIFO-LRU algorithm there 
is no object deletion if there are many requests on them. 

For example, the result of initial measurement of 
request on certain object with cache size 50 MB the 
percentage of hit rate on total request was 38% using FIFO 
algorithm and 45% on LRU algorithm. Meanwhile, 
implementation of FIFO-LRU algorithm provides the 
highest hit rate percentage as much as 73% which 
increases up to 85%. 

Figure-3(b) shows that the response time 
increases with the increasing cache size. The result of 
initial analysis towards response time of the evaluated 
algorithms on 50 MB cache size indicates that the 
response times for FIFO, LRU, and combined FIFO-LRU 
algorithms are 21, 19 and 10 milliseconds, respectively. 
The response time of the algorithms also increases as the 
cache size increases to 100 MB, in which the response 
times of FIFO, LRU and FIFO-LRU algorithm are 32, 27, 
and 11 milliseconds, respectively. Similarly for 250 MB 
cache size, the response times are 78, 73, and 52 
milliseconds. The explanation of this condition is that the 
elapsed time for data query will be longer on larger cache 
size. 

Figure-3(c) depicts the delay time of each 
algorithm in different cache sizes. In 50 MB cache size, 
the delay times of FIFO, LRU and FIFO-LRU are 59; 53; 
and 26 milliseconds, respectively. Also similarly for 150 
MB cache size, the delay times are 42; 37; and 12 
milliseconds, respectively. From these findings, there is a 
phenomenon in which the increasing cache size reduces 
miss rate, causing a decrease in delay time, which in turn 
results in faster object finding. 

The implementation of combined FIFO-LRU 
algorithm significantly reduces delay time (as indicated on 
Figure 3c above). As the cache size increases, it takes 
longer to perform a request. After the request becomes 
cache hit, the object will be stored in the disk cache 
reducing the delay time of future requests on the same 
object. When the disk cache repository is full, the FIFO-
LRU algorithm shall delete the objects according to 
counter logical clock and stack logical clock on the queued 
objects. The deletion significantly reduce delay time with 
cache size. 

Figure-3(d) shows that the throughput reached on 
50 MB cache size is 20 Kbps by FIFO algorithm; 22 Kbps 
by LRU; and 45 Kbps by FIFO-LRU. As the cache size 
increases to 150 MB, the throughput of the algorithm also 
improves. FIFO algorithm improves to 28 Kbps; LRU 
improves to 32 Kbps; and the combined FIFO-LRU 
improves to 54 Kbps. Throughput improvement increases 
the possibility of finding the requested objects within the 
cache and reduces access time to the server. 

The comparison of the hit rate percentage, 
response time, delay time, and throughput among the three 
algorithms indicated that LRU algorithm always has a 
slightly better performance than FIFO. This phenomenon 
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is consistent to the concept that LRU keeps the most 
accessed objects within the cache, one condition that 
cannot be done by FIFO algorithm on the expired objects. 
However, the combination of FIFO and LRU algorithms 
has significantly better performance on almost all criteria 
compared to the single algorithms. For example for cache 
size 100 MB, the response time of LRU is 4 milliseconds 
faster than FIFO and 6 milliseconds faster for 200 MB 
cache size. Meanwhile, the combined FIFO-LRU 
algorithm response time is much faster than the single 
algorithms. The combined FIFO-LRU algorithm is faster 
than LRU algorithm by 15 milliseconds on 100 MB cache 
size and by 20 milliseconds on 200 MB cache size. 

The application of LRU algorithm, which is on 
stack and counter logics, may cause skips when the objects 
are replaced during cache replacement process that 
increases delay time. On the other hand, the basic principle 
of FIFO is the oldest input will be replaced earlier without 
considering whether the objects are actively used or not on 
request to the client server. If we combine LRU algorithm 
with FIFO algorithm implementing queuing principle, the 
objects that are originally skipped in the single algorithms 
will follow queuing principle. By applying combined 
FIFO-LRU algorithm, a number of hit requests for objects 
readily saved in cache do not require further queries, 
thereby reducing searching time and improving response 
time. 

The application of combined FIFO-LRU 
relatively improves the throughput relative to LRU 
algorithm by 85% on 100 MB cache size and by 73% on 
200 MB cache size. Throughput improvement affects 
bandwidth usage efficiency and reduces delay time to 27% 
with respect to the LRU algorithm. 
 
4. CONCLUSIONS 

This paper has proposed the application of a 
cache replacement algorithm that combines LRU and 
FIFO single algorithms. The combination of FIFO and 
LRU algorithms aims to combine the strengths of both 
single algorithms so that the combination can improve 
object access performance based on several criteria, 
namely hit rate, response time, delay time, and throughput. 

General results of experimental evaluation 
indicate that the application of combined FIFO-LRU 
algorithm brings relatively great improvement 
performance, compared to single LRU algorithm. The hit 
rate percentage of FIFO-LRU algorithm increases to 73% 
for 200 MB cache size and increases to 85% on 100 MB 
cache size. As the hit rate percentage improved, the 
request speed increases and response time decreases. As a 
result, the delay time also decreases, resulting in shorter 
response time. As the hit rate increases, time required to 
find an object during future requests will be shorter, 
thereby causing the throughput to increase. Based on these 
findings, the application of combined FIFO-LRU is 
strongly recommended. 
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